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Background on Graph Anomaly Detection

• Graph anomaly detection:
• Identify anomalous nodes in the graph.

• Many anomaly detection applications 
are better solved with graph anomaly 
detection approaches. E.g., 
• Bad buyer detection
• Bot account detection
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Background on Graph Neural Networks

• Given: graph                   , node features                           .
• Learn: low dimensional node representations                          . 

• Neighborhood aggregation: generate node representations 
based on local neighborhoods. 
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of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2018.



Early Graph Anomaly Detection
• The performances of existing graph 

anomaly detection methods might not be 
satisfactory when observations are limited.
• At the time when existing methods 

detects the anomalies, they may have 
already achieved their goals.
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Research Problem

• Can we detect the anomalies before they achieve their goals?

• Given: a user-item bipartite graph at an early-time 𝑡!"#$%. 
• Design: a framework that can help any anomaly detection 

methods to achieve a comparable performance at time 𝑡!"#$%.
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Action Sequence Augmentation
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• Idea: Predict the future user actions to augment the data.
• "Forecast the future"



Action Sequence Augmentation
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Any Seq2Seq model.
We use GRU for simplicity.



Proposed Framework: Eland
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Eland-itr: Bootstrapping iterative 
training strategy.

• Iteratively train both modules 
independently.
• Both modules benefit from the output of 

the other module.
• Anomaly detection module makes better 

prediction with the enriched data.
• Augmentation module use the predicted 

suspiciousness !𝑦 to determine the number of 
predicted actions.
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Eland-e2e: End-to-End training of the 
whole framework.

• Enables end-to-end training.
• Avoids potential error propagation issue 

brought by bootstrapping.
• Anomaly detection module benefits 

from the graph with augmented actions.
• Augmentation module benefits from 

anomaly detection module's decisions.
• Train jointly with losses for both 

modules for stability.
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Consistent Gains with Augmentation
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Up to 15% AUC improvement.

Codes and datasets are available at: https://github.com/DM2-ND/Eland



Achieving Early Graph Anomaly Detection
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GCN DeepAE



Thank you for listening!

• Any questions?
• Feel free to email me any further questions at tzhao2@nd.edu

Tong Zhao 13

mailto:tzhao2@nd.edu


Case Study
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